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- Mantel (1907), Turán (1941)
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Elegant, modern challenges!

## Probabilistic method



If a random object has desired property with positive probability, then there exists at least one object with that property
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$\operatorname{ch}\left(K_{d, d}\right) \sim \log _{2} d\left(\right.$ and $\left.\operatorname{ch}\left(K_{d+1}\right)=d+1\right)$
More closely related to density
Theorem (Saxton \& Thomason 2015, cf. Alon 2000)
$\operatorname{ch}(G) \gtrsim \log _{2} \delta$ for any $G$ of minimum degree $\delta$
Still not completely well understood
Conjecture (Alon \& Krivelevich 1998)
$\operatorname{ch}(G) \lesssim \log _{2} \Delta$ for any bipartite $G$ of maximum degree $\Delta$
To date(!): $\operatorname{ch}(G) \lesssim \frac{\Delta}{\log \Delta}$ (Molloy 2019, cf. Alon, Cambie, Kang 2020+)
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Theorem (Esperet, Kang, Thomassé 2019)
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In general, all can be strict ${ }^{\S}$
We focus on triangle-free. .

## Off-diagonal Ramsey numbers ${ }^{〔}$
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Theorem (Shearer 1983, cf. Ajtai, Komlós, Szemerédi 1980/1) $\frac{n}{\alpha(G)} \lesssim \frac{\Delta}{\log \Delta}$ for any $n$-vertex triangle-free $G$ of maximum degree $\Delta$

Theorem (Davies, de Joannis de Verclos, Kang, Pirot 2018+) $\chi_{f}(G) \lesssim \frac{\Delta}{\log \Delta}$ for any triangle-free $G$ of maximum degree $\Delta$

Theorem (Molloy 2019, cf. Johansson 1996+, cf. also Bernshteyn 2019) $\operatorname{ch}(G) \lesssim \frac{\Delta}{\log \Delta}$ for any triangle-free $G$ of maximum degree $\Delta$

Why?
Simple, conceptual, versatile, and more...
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## Spatial Markov property

For $S \in \mathscr{I}(G)$, call $u$ occupied if $u \in S$ and call $u$ uncovered if $N(u) \cap S=\emptyset$


Take I from hard-core model on $G$ at fugacity $\lambda$ and let $X \subseteq V(G)$
Reveal $I \backslash X$ and let $\mathrm{U}_{X}:=X \backslash N(I \backslash X)$ (the externally uncovered part)
Then $I \cap X$ is hard-core on $G\left[U_{X}\right]$ at fugacity $\lambda$

## LOCAL OCCUPANCY METHOD

Distribution I on $\mathscr{I}(G)$ has local $(a, b)$-occupancy if for every vertex $v$

$$
a \cdot \mathbb{P}(v \in \mathrm{I})+b \cdot \mathbb{E}|N(v) \cap \mathrm{I}| \geq 1
$$

## LOCAL OCCUPANCY METHOD

Distribution I on $\mathscr{I}(G)$ has local $(a, b)$-occupancy if for every vertex $v$

$$
a \cdot \mathbb{P}(v \in \mathrm{I})+b \cdot \mathbb{E}|N(v) \cap \mathrm{I}| \geq 1
$$

A Hard-core model on any triangle-free $G$ has local $(a, b)$-occupancy, for specific $a, b$ depending on fugacity $\lambda$ and maximum degree $\Delta$

## LOCAL OCCUPANCY METHOD

Distribution I on $\mathscr{I}(G)$ has local $(a, b)$-occupancy if for every vertex $v$

$$
a \cdot \mathbb{P}(v \in \mathrm{I})+b \cdot \mathbb{E}|N(v) \cap \mathrm{I}| \geq 1
$$

A Hard-core model on any triangle-free $G$ has local $(a, b)$-occupancy, for specific $a, b$ depending on fugacity $\lambda$ and maximum degree $\Delta$
B If there is probability distribution I on $\mathscr{I}(G)$ with local $(a, b)$-occupancy, then $\chi_{f}(G) \leq a+b \cdot \Delta$

## LOCAL OCCUPANCY METHOD

Distribution I on $\mathscr{I}(G)$ has local $(a, b)$-occupancy if for every vertex $v$

$$
a \cdot \mathbb{P}(v \in \mathrm{I})+b \cdot \mathbb{E}|N(v) \cap \mathrm{I}| \geq 1
$$
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B If there is probability distribution I on $\mathscr{I}(G)$ with local $(a, b)$-occupancy, then $\chi_{f}(G) \leq a+b \cdot \Delta$
$\leadsto$ analysis to minimise $a+b \cdot \Delta \leadsto$

$$
\chi_{f}(G) \lesssim \frac{\Delta}{\log \Delta}
$$
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Originally used by Molloy \& Reed (2002) to prove fractional Reed's Conjecture

Idea: greedily add weight/colour to independent sets according to probability distribution induced by I on vertices not yet completely coloured, and iterate

One can think of it as "evening out" the distribution
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and so from $B$ it suffices to show
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## LOCAL OCCUPANCY METHOD

Distribution I on $\mathscr{I}(G)$ has local $(a, b)$-occupancy if for every vertex $v$

$$
a \cdot \mathbb{P}(v \in \mathrm{I})+b \cdot \mathbb{E}|N(v) \cap \mathrm{I}| \geq 1
$$

A Hard-core model on any locally sparse** $G$ has local ( $a, b$ )-occupancy, for specific $a, b$ depending on fugacity $\lambda$ and maximum degree $\Delta$

B If there is probability distribution I on $\mathscr{I}(G)$ with local $(a, b)$-occupancy, then $\chi_{f}(G) \leq a+b \cdot \Delta$
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Hard-core model on $G$ has local $(a, b)$-occupancy if for every vertex $v$ and every induced subgraph $F$ of the neighbourhood subgraph $G[N(v)]$.

$$
a \cdot \frac{\lambda}{1+\lambda} \frac{1}{Z_{F}(\lambda)}+b \cdot \frac{\lambda Z_{F}^{\prime}(\lambda)}{Z_{F}(\lambda)} \geq 1
$$

A Hard-core model on any locally sparse ${ }^{* *} G$ has local $(a, b)$-occupancy, for specific $a, b$ depending on fugacity $\lambda$ and maximum degree $\Delta$
B If there is probability distribution I on $\mathscr{I}(G)$ with local $(a, b)$-occupancy, then $\chi_{f}(G) \leq a+b \cdot \Delta$
C If hard-core model has local ( $a, b$ )-occupancy ( + mild conditions), then $\operatorname{ch}(G) \leq a \cdot O(\log \Delta)+(1+\varepsilon) b \cdot \Delta$
$\Longrightarrow$ optimisation for $\alpha(G)$ or $\chi_{f}(G)$ also yields bounds for $\chi(G)$ and $\operatorname{ch}(G)$
C relies crucially on seminal proofs of Molloy (2019) and Bernshteyn (2019) combined with properties of the hard-core model
$C^{\prime}$, an algorithmic version of $C$ (under additional conditions), merges the hard-core model into framework of Achlioptas, Iliopoulous, Sinclair (2019)

[^10]
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Theorem (Johansson 1996+, cf. Alon 1996, Molloy 2019, Bonamy, Kelly, Nelson, Postle 2018+)
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Theorem (Davies, Kang, Pirot, Sereni 2020+)
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Theorem (Johansson 1996+, cf. Alon 1996, Molloy 2019, Bonamy, Kelly, Nelson, Postle 2018+) $\operatorname{ch}(G)=O\left(\log (r+1) \frac{\Delta}{\log \Delta}\right)$ for any $G$ of maximum degree $\Delta$ in which every neighbourhood is $r$-colourable

Theorem (Davies, Kang, Pirot, Sereni 2020+)
$\operatorname{ch}(G) \lesssim K(r) \cdot \frac{\Delta}{\log \Delta}$ for any $G$ of maximum degree $\Delta$ in which every neighbourhood is $r$-colourable, where $K(1)=1$ and $K(r) \sim \log r$ as $r \rightarrow \infty$

NB: $r=1$ corresponds to Molloy's and $r=\Delta+1$ corresponds to trivial bound

## $C_{k}$-FREE GRAPHS

Theorem (Kim 1995)
$\operatorname{ch}(G) \lesssim \frac{\Delta}{\log \Delta}$ for any $G$ of girth 5 and maximum degree $\Delta$

## $C_{k}$-FREE GRAPHS

Theorem $($ Kim 1995)
$\operatorname{ch}(G) \lesssim \frac{\Delta}{\log \Delta}$ for any $G$ of girth 5 and maximum degree $\Delta$
Theorem (Davies, Kang, Pirot, Sereni 2020+)
$\operatorname{ch}(G) \lesssim \max \left\{\frac{\Delta}{\log (\Delta /(k \log \Delta))}, O(k \log \Delta)\right\}$
for any $C_{k}-$ free $G$ of maximum degree $\Delta$

## $C_{k}$-FREE GRAPHS

```
Theorem (Kim 1995)
\(\operatorname{ch}(G) \lesssim \frac{\Delta}{\log \Delta}\) for any \(G\) of girth 5 and maximum degree \(\Delta\)
Theorem (Davies, Kang, Pirot, Sereni 2020+)
\(\operatorname{ch}(G) \lesssim \max \left\{\frac{\Delta}{\log (\Delta /(k \log \Delta))}, O(k \log \Delta)\right\}\)
    for any \(C_{k}\)-free \(G\) of maximum degree \(\Delta\)
```

NB: $k=\Delta^{o(1)}$ includes Kim's and Molloy's

## Graphs with sparse neighbourhoods
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Theorem (Alon, Krivelevich, Sudakov 1999, cf. Vu 2002 and Achlioptas, Iliopoulos, Sinclair 2019)
$\operatorname{ch}(G)=O\left(\frac{\Delta}{\log (\Delta / \sqrt{T})}\right)$
for any $G$ of maximum degree $\Delta$
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Theorem (Davies, Kang, Pirot, Sereni 2020+, cf. Davies, de Joannis de Verclos, Kang, Pirot 2018+)
$\operatorname{ch}(G) \lesssim \max \left\{\frac{\Delta}{\log (\Delta /(\sqrt{T} \log \Delta))}, O(\sqrt{T} \log \Delta)\right\}$
for any $G$ of maximum degree $\Delta$ with each vertex in $\leq T$ triangles, $1 / 2 \leq T \leq\binom{\Delta}{2}$

NB: $T=\Delta^{o(1)}$ includes Molloy's
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Theorem (Davies, Jenssen, Perkins, Roberts 2018)
$\frac{Z_{G}^{\prime}(1)}{Z_{G}(1)} \gtrsim \frac{n \log \Delta}{\Delta}$ for any n-vertex triangle-free $G$ of maximum degree $\Delta$
Asymptotically sharp for the random $\Delta$-regular graphs $G_{n, \Delta}$ !
Conjecture (Davies, Jenssen, Perkins, Roberts 2018)
$\alpha(G) \gtrsim 2 \cdot \frac{Z_{G}^{\prime}(1)}{Z_{G}(1)}$ for any triangle-free $G$ of minimum degree $\delta$
Question (Karp 1976)
Is there a polynomial-time algorithm that with high probability outputs an independent set of $G_{n, \Delta}$ of size $(1+\varepsilon)(n \log \Delta) / \Delta$ ?
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## Structure of TRIANGLE-FREE GRAPHS

Theorem (Shearer 1983)
$\frac{n}{\alpha(G)} \lesssim \sqrt{\frac{2 n}{\log n}}$ for any $n$-vertex triangle-free $G$
Conjecture (Cames van Batenburg, de Joannis de Verclos, Kang, Pirot) $\chi_{f}(G) \lesssim \sqrt{\frac{2 n}{\log n}}$ for any $n$-vertex triangle-free $G$

Conjecture (Cames van Batenburg, de Joannis de Verclos, Kang, Pirot) $\operatorname{ch}(G)=O\left(\sqrt{\frac{n}{\log n}}\right)$ for any $n$-vertex triangle-free $G$

Known: $\quad \chi_{f}(G) \lesssim \sqrt{\frac{4 n}{\log n}}, \quad \chi(G) \lesssim \sqrt{\frac{8 n}{\log n}}, \quad \operatorname{ch}(G)=O(\sqrt{n})$
NB: Conjecture on "fractional colouring with local demands" implies the first (Kelly \& Postle 2018+)
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Conjecture (Esperet, Kang, Thomassé 2019) $\operatorname{BID}(G)=\Omega(\log \delta)$ for any triangle-free $G$ of minimum degree $\delta$

Theorem (Esperet, Kang, Thomassé 2019)
$\operatorname{BID}(G) \geq \frac{\delta}{2 \chi_{f}(G)}$ for any $G$ with minimum degree $\delta$

## Structure of Triangle-Free graphs

Conjecture (Esperet, Kang, Thomassé 2019) $\operatorname{BID}(G)=\Omega(\log \delta)$ for any triangle-free $G$ of minimum degree $\delta$

Theorem (Esperet, Kang, Thomassé 2019)
$\operatorname{BID}(G) \geq \frac{\delta}{2 \chi_{f}(G)}$ for any $G$ with minimum degree $\delta$
Conjecture (Harris 2019)
$\chi_{f}(G)=O\left(\frac{\delta^{*}}{\log \delta^{*}}\right)$ for any triangle-free $G$ with degeneracy $\delta^{*}$
NB: False for $\chi(G)$ (Alon, Krivelevich, Sudakov 1999)

## Structure of Triangle-Free graphs

Conjecture (Esperet, Kang, Thomassé 2019)
$\operatorname{BID}(G)=\Omega(\log \delta)$ for any triangle-free $G$ of minimum degree $\delta$
Theorem (Esperet, Kang, Thomassé 2019)
$\operatorname{BID}(G) \geq \frac{\delta}{2 \chi_{f}(G)}$ for any $G$ with minimum degree $\delta$
Conjecture (Harris 2019)
$\chi_{f}(G)=O\left(\frac{\delta^{*}}{\log \delta^{*}}\right)$ for any triangle-free $G$ with degeneracy $\delta^{*}$
NB: False for $\chi(G)$ (Alon, Krivelevich, Sudakov 1999)
Question (Blumenthal, Lidický, Martin, Norin, Pfender, Volec 2018+)
$\chi_{f}(G)=O(\rho)$ for any triangle-free $G$ where $\rho=\max _{\emptyset \neq H \subseteq G} \frac{|H|}{\alpha(H)}$ ?
NB: False without triangle-free (BLMNPV 2018+)

## Structure of TriAngle-Free graphs

Conjecture (Alon \& Krivelevich 1998) $\mathrm{ch}(G) \lesssim \log _{2} \Delta$ for any bipartite $G$ of maximum degree $\Delta$

## Structure of Triangle-Free graphs

Conjecture (Alon \& Krivelevich 1998) $\mathrm{ch}(G) \lesssim \log _{2} \Delta$ for any bipartite $G$ of maximum degree $\Delta$

Recent: one side $\log \Delta$, other side $\sim \Delta / \log \Delta$ (Alon, Cambie, Kang 2020+)
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[^1]:    ${ }^{\dagger}$ More fully, the lattice gas with hard-core self-repulsion and nearest-neighbour exclusion. Picture credit: Wikipedia/Grap-wh

[^2]:    ${ }^{\ddagger}$ A very recent simplification by Glock 2020+

[^3]:    ${ }^{\text {4 }}$ Picture credit: Soifer 2009

[^4]:    ${ }^{\|}$Yes, cf. Davies, Jenssen, Perkins, Roberts 2018. . .
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